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 Abstract—The frequency diverse array (FDA) is a promising 

technology because of its angle-range-dependent beam pattern. 

The FDA has unique properties, such as beam scanning and 

focusing, which are difficult to achieve using the conventional 

phased antenna array theory. In this study, the relationship 

between range and frequency increment is analyzed, and the 

fundamental operation principle of FDA is thoroughly 

investigated. The effect of coupling among antenna elements is also 

discussed to analyze the FDA theory. Further, a novel exponential 

FDA method for short-range beam focusing is presented based on 

the proposed FDA analysis method. The proposed method has 

been investigated through various case studies and applied to 

research efforts on FDA methods. The FDA design procedures and 

analysis methods are also presented in this paper. 

Index Terms—Exponentially increasing frequency increment, 

frequency diverse array (FDA), periodicity, quasi-pulse wave, 

standard deviation of frequency increment (SDFI), wireless power 

transfer (WPT). 

I. INTRODUCTION 

he Frequency Diverse Array (FDA) technique reported in 

[1]-[3] has several novel properties, such as auto-scanning 

[1] and dot-shaped [4]-[6] beam patterns, which are different 

from conventional phased arrays. The time-invariant FDA was 

also reported in [7]-[9]. The key design parameters of the FDA, 

such as wave propagation property (r = t⸱c), time (t), frequency 

increment (Δfm), and phase (φ), should be thoroughly analyzed 

to achieve the desired beam patterns. The reported research 

efforts in [4], [10]-[12] proposed the application of time delay 

and periodicity to analyze and design FDA system. Linear FDA 

is a well-known method comprising of auto-beam scanning 

properties, as compared to other methods that focus on 

electromagnetic (EM) energy in a one spot. Nonlinearly [13], 

[14] or randomly [15], [16] changing frequency FDA methods 

have been proposed to focus EM energy on a single spot in a 

given range. 

A short-range FDA is proposed in [8], [17] to define FDA for 

all ranges. The reported short-range FDA methods focus on EM 

energy at distances within several meters using a short pulse. In 
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[4], an FDA with a 2D circular antenna array was proposed to 

clarify the relationship between time and range. This work 

demonstrated periodically focused beams in range. However, 

non-periodic cases are not presented. In recent years, the FDA 

system has been applied in many fields, such as secure 

communication [18], [19] and wireless power transfer (WPT) 

[20], owing to its novel angle-range-dependent beam-pattern 

property.  

In this paper, a novel FDA method to focus EM energy for 

short-range applications using continuous waves (CWs) has 

been proposed. This study aims to eliminate ambiguity related 

to range and time to apply the concept of the FDA in real. A 

thorough analysis of the phase offset based on the meaning of 

time in the FDA is also presented based on computational data. 

Further, the relationship among the frequency increment step 

(Δfm), time (t), and range (R) was studied rigorously. The FDA 

is classified into two cases based on its beam pattern: 1) 

periodic and 2) non-periodic FDAs. The phase offset value was 

examined by comparing those two cases. Reported FDA 

methods, including exponentially increasing frequency 

increments, are illustrated based on the concepts and definitions 

discussed in this paper. For a practical approach, the effect of 

coupling among the antenna elements for the FDA is analyzed. 

As a case study, a WPT system using FDA was designed, and 

its performance is discussed in this paper. 

The remainder of this paper is organized as follows. In 

Section II, the conventional FDA methods are briefly reviewed 

and analyzed. In Section III, a rigorous analysis of the time 

parameter is discussed to clarify its function in FDA theory. The 

definition and analysis of time presented in this study is 

applicable to all cases of FDA methods, such as linear 

frequency, nonlinearly changing frequency, and random 

frequency FDAs. A novel method for analyzing arbitrarily 

defined FDA method is also presented. In Section IV, two 

methods of FDA are introduced. The proposed FDA analysis 

method is validated, and a case study of the proposed FDA is 

presented in Section V.  
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II. ANALYSIS OF CONVENTIONAL FDA METHOD 

The uniform linear array (ULA) FDA, which consists of 𝑀 

elements and inter-element spacing, 𝑑, is illustrated in Fig. 1. 

The frequency of the signal fed to the 𝑚-th antenna element is 

 

𝑓𝑚 = 𝑓0 + ∆𝑓𝑚,     𝑚 = 1, ⋯ , (𝑀 − 1)           (1) 

 

where 𝑓0 is the reference frequency and ∆𝑓𝑚 is the frequency 

increment. At the reference position (𝑅, 𝜃)  (where 𝑅  is the 

range in meters and 𝜃  is the azimuth angle in degrees), the 

overall signal, S(t, R, θ), at time, 𝑡, is 

 

𝑆(𝑡, 𝑅, 𝜃) = ∑ 𝑠𝑚 (𝑡 −
𝑅𝑚

𝑐
) =𝑀−1

𝑚=0 ∑ 𝑒
𝑗(2𝜋 ∫ 𝑓𝑚(𝑡)

𝑡−
𝑅𝑚

𝑐
0

𝑑𝑡+𝜑𝑚)
𝑀−1
𝑚=0    (2) 

 

where 𝜑𝑚 is the phase offset of the 𝑚-th element, c is the speed 

of light, sm is the signal at the m-th antenna element, and 𝑅𝑚 is 

the distance between the 𝑚 -th antenna element and the 

reference position where 𝑅𝑚 ≈ 𝑅 − 𝑚𝑑 sin 𝜃 [21]. The phase 

term in (2) is written in integral form because of the relationship 

between the frequency and phase [10]. It can be re-written as 

(3), if 𝑓𝑚 is not a function of time, t. 

 

𝑆(𝑡, 𝑅, 𝜃) = ∑ 𝑒
𝑗[2𝜋𝑓𝑚(𝑡−

𝑅−𝑚𝑑 sin 𝜃

𝑐
)+𝜑𝑚]𝑀−1

𝑚=0               (3) 
 

Array factor (AF) can be expressed as (4) by eliminating the 

terms unrelated to array number, 𝑚, from (3), when 𝑓0 ≫ ∆𝑓𝑚.  

 

AF(𝑡, 𝑅, 𝜃) ≈ ∑ 𝑒𝑗[𝜑𝑚
𝑅𝑇𝐹+𝜑𝑚

𝐴𝐸+𝜑𝑚]𝑀−1
𝑚=0 = ∑ 𝑒𝑗𝜑𝑚

𝐴𝐹𝑀−1
𝑚=0           (4) 

 

𝑑 is set to (5) to suppress grating lobes based on the array theory 

 

𝑑 ≤
𝜆𝑚𝑎𝑥

2
                                         (5) 

 

where 𝜆𝑚𝑎𝑥  is the wavelength at the lowest frequency. 

Equation (4) is the basic form of the FDA. It consists of two 

phase terms: range-time-frequency and angle-element terms. 

The range-time-frequency term (𝜑𝑚
𝑅𝑇𝐹) is  

 

𝜑𝑚
𝑅𝑇𝐹 = 2𝜋∆𝑓𝑚 (𝑡 −

𝑅

𝑐
)                          (6) 

 

The angle-element term (𝜑𝑚
𝐴𝐸) is  

 

 

𝜑𝑚
𝐴𝐸 =

2𝜋𝑓0𝑚𝑑 sin 𝜃

𝑐
                                 (7) 

 

Other FDA methods can be easily derived and analyzed from 

(4)–(7). The simplest method of the FDA is using linearly 

increasing frequency increments. The frequency increment is 

expressed as follows: 

 

∆𝑓𝑚 = 𝑚∆𝑓                                      (8) 

 

In this case, the AF expressed in (4) is written as 

 

𝐴𝐹(𝑡, 𝑅, 𝜃) = ∑ 𝑒𝑗2𝜋𝑚[∆𝑓(𝑡−
𝑅

𝑐
)+

2𝜋𝑓0𝑑 sin 𝜃

𝑐
] 𝑀−1

𝑚=0            (9) 

 

when 𝜑𝑚 = 0. In (9), both 𝜑𝑚
𝑅𝑇𝐹 and 𝜑𝑚

𝐴𝐸  are proportional to m. 

The linearly increasing frequency step results in maximum E-

field (focused beam) points for all ranges and different angles, 

resulting in time-variant beam scanning properties [1].  

The log-FDA method is proposed to produce a single 

maximum point in an angle-range-dependent beam pattern [13]. 

The frequency increment of the log-FDA is expressed as 

 

∆𝑓𝑚 = log(𝑚 + 1) 𝛿                              (10) 

 

The offset parameter 𝛿 is an arbitrary number to optimize beam 

patterns. The AF of the log-FDA is derived as follows: 

 

𝐴𝐹(𝑡, 𝑅, 𝜃) = ∑ 𝑒𝑗[2𝜋 log(𝑚+1)δ(𝑡−
𝑅

𝑐
)+

2𝜋𝑓0𝑚𝑑 sin 𝜃

𝑐
+𝜑𝑚]𝑀−1

𝑚=0 (11) 

 

Creating a single focusing point in angle-range-dependent beam 

patterns is challenging for the log-FDA when the phase offset 

is zero. Thus, a non-zero offset phase term, φm, is proposed to 

focus on the electromagnetic (EM) energy at a desired position 

as expressed in (12). 

 

𝜑𝑚 =
2𝜋 log(𝑚+1)δ𝑅0

𝑐
−

2𝜋𝑓0𝑚𝑑 sin 𝜃0

𝑐
                 (12) 

 

The AF of the log-FDA is modified as 

 

𝐴𝐹(𝑡, 𝑅, 𝜃) = ∑ 𝑒
𝑗[2𝜋δ log(𝑚+1)(𝑡−

𝑅−𝑅0
𝑐

)+
2𝜋𝑓0𝑚𝑑 (sin 𝜃−sin 𝜃0)

𝑐
]𝑀−1

𝑚=0   (13)  
 

The AF expressed in (13) creates a single maximum point in 

the angle-range-dependent beam pattern at (𝑅0, 𝜃0) because the 

frequency increment has a nonlinear increase rate (𝜑𝑚
𝑅𝑇𝐹  and 

𝜑𝑚
𝐴𝐸  are not proportional to 𝑚). The difference between the rate 

of frequency increment, consequently, leads to a difference 

between 𝜑𝑚
𝑅𝑇𝐹  and 𝜑𝑚

𝐴𝐸 . This results in a phase difference 

among the antenna elements, resulting in a single maximum 

point in the beam pattern (non-periodic beam pattern). The log- 

FDA method features a single maximum point and ease of 

modification as compared to the linearly increasing method 

reported in [6], [15], [22].  

 

Fig. 1. Configuration of ULA FDA 
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III. FREQUENCY INCREMENT AND AF 

The relationship between time (t) and range (R) was analyzed 

in [10]. The correlation between the frequency increment (Δfm) 

and time (t), which are critical parameters of AF, has not been 

clearly reported thus far. In this section, the relationship 

between the AF and the frequency increment is thoroughly 

analyzed.  

A. Range (R) and Frequency Increment (Δfm) 

The frequency increment (Δfm) is multiplied by the range (R) 

and time (t) in the phase term (𝜑𝑚
𝐴𝐹) of AF, as expressed in (4). 

When t = 0 and d = λmax/2, 𝜑𝑚
𝐴𝐹  in (4) is reduced to 

 

𝜑𝑚
𝐴𝐹 = 2𝜋 [−

∆𝑓𝑚𝑅

𝑐
+

𝑚 sin 𝜃

2
]                      (14) 

 

where the phase offset is zero (𝜑𝑚 = 0). Equation (14) can be 

divided into two parts: range-frequency (𝜑𝑚
𝑅𝐹)  and angle-

element (𝜑𝑚
𝐴𝐸) terms. These terms are expressed in (15) and 

(16), respectively. 

 

𝜑𝑚
𝑅𝐹 = −2𝜋

∆𝑓𝑚𝑅

𝑐
                                    (15) 

 

𝜑𝑚
𝐴𝐸 = 𝑚𝜋 sin 𝜃                                      (16) 

 

The magnitude of 𝜑𝑚
𝐴𝐸  is less than or equal to mπ because 

|sin 𝜃| ≤ 1. This implies that the phase of the AF for the FDA 

can be manipulated when sin 𝜃  is not 0. The FDA method 

cannot make a beam pattern with multiple maximum points, 

without a range-frequency product term unless sin 𝜃 is equal to 

0, because of the property of the exponential function. The sum 

of several exponential functions has a maximum value when all 

the phase terms are 2·(N−1) ·π, where N is an integer. 

The 𝜑𝑚
𝑅𝐹 term should have a proper value to create an angle-

range-dependent beam pattern. In this section, the frequency 

increment method is investigated to analyze the 𝜑𝑚
𝑅𝐹  factor. 

First, it is worth examining how the FDA forms an angle-range-

dependent beam pattern. The FDA employs multiple antenna 

radiating signals at different frequencies, resulting in different 

phases. In (14), the frequency increment (Δfm) between adjacent 

elements is clearly an important parameter for the angle-range-

dependent property. Fig. 2 shows the difference between the 

frequency increments of the two methods: linear and log FDA 

methods. It also shows why the linear frequency increment 

FDA makes the beam scanning property. A linear frequency 

increment step results in the beam scanning property because 

(14) is canceled out. The nonlinear increase in the frequency 

increment of the log-FDA results in a non-zero value of (14), 

and it has a non-scanning beam pattern. The method of 

identifying the scanning property of FDA is deeply related to 

time, and it is discussed in next section. 

To eliminate the ambiguity of the range, the 𝜑𝑚
𝑅𝑇𝐹/2𝜋 value 

(Fig. 3) of 0.4085 was chosen as a design example of an angle-

range-dependent beam pattern. The number of dots is 50 and 

43rd dot is selected where the maximum value shown in Fig. 3 

is 0.475. Its calculated 𝜑𝑚
𝑅𝑇𝐹/2𝜋 value is 0.4085. The value of 

0.475 is discretized in 50 points to show the change of FDA 

within 3% error. The 43rd point is a first point which makes the 

FDA system have half power 7.07 calculated as Max(𝐴𝐹)/√2 

(Fig. 3). It represents the minimum value of 𝜑𝑚
𝑅𝑇𝐹/2𝜋 which 

makes the FDA system have half power. This can be translated 

to a reasonable difference of 0.045 derived by 0.4085/(M−1), 

where M = 10 in linear FDA case. A difference less than 0.045 

makes the phased array property, rather than operating as the 

FDA. This example shows the relationship between the range 

(R) and frequency increment. A large frequency step is required 

to focus the electromagnetic energy at a relatively short distance 

from the source. For example, the required frequency difference 

between adjacent antenna elements is larger than 1.35 kHz 

when the desired beam focusing range is 10 km from the FDA 

antenna system. However, the required frequency difference 

was larger than 135 kHz when the target range is 100 m. 

The sign of the frequency increment is important because it 

affects the beam pattern. The co-existence of both the 

increasing and decreasing frequency steps shows a dot-shaped 

beam pattern. The shape of the increasing or decreasing 

frequency step has crescent-like beam patterns in the angle-

range coordinate. For example, if an FDA has a monotonically 

  
Fig. 2. Frequency increment of log function and linear function. Both 
cases have the same maximum frequency increment of value 300 MHz. 

 

Fig. 3. Normalized AF of a linear frequency increment method with 

different M, where 𝜃 = 0°, and 𝑡 = 0𝑠. 
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increasing frequency step, the last antenna element radiates the 

highest frequency signal. In this case, 𝜑𝑚
𝐴𝐸  term should be 

increased to compensate for the decreasing 𝜑𝑚
𝑅𝐹 , according to 

(13). This results in a crescent-like beam pattern. The case of 

monotonically decreasing frequency steps can also be explained 

in the same manner. The co-existence of increasing and 

decreasing frequency steps generates a dot-shaped beam pattern, 

which is discussed in Section V.  

The maximum of frequency increment also affected the beam 

pattern. For example, two FDAs have the same frequency 

increment method, but different maximum frequency increment. 

Previously, it was found that the frequency increment rate was 

related to range coverage. A larger range-frequency term (𝜑𝑚
𝑅𝐹) 

is more sensitive to the range term (R) because it affects the AF 

phase. When the range coverage needs to be manipulated, a 

larger range-frequency term is required to have a larger 

maximum frequency. This suggests that any range coverage can 

be obtained by the FDA. When choosing frequency increment, 

two properties should be considered: 1) f0 ≫  Δfm, 2) Δfm ≤ 

π·c/[2·(M−1)·d] [2]. 

B. Time (t), Frequency Increment (Δfm), and Range (R)  

All the design parameters of the FDA, such as time (t), range 

(R), and frequency increment (Δfm), are closely related to each 

other. The relationship between the frequency increment and 

time is analyzed in this section. A notable difference between 

linearly increasing frequency increments and nonlinearly 

changing ones is the number of AF peaks in the given range. It 

should be noted that the number of AF maximum points and 

their periods are the functions of range and frequency 

increments. For the linearly increasing frequency step, the 

period of peaks is a function of 1/Δf, as reported in [12]. The 

most popular frequency increment scheme in the FDA is using 

a nonlinearly changing frequency increment owing to its single 

maximum property of the AF in a given range. Thus, a new 

analysis method is required to thoroughly understand the 

periodicity of the nonlinearly increasing FDA.  

Finding the periodicity of the AF intuitively is challenging 

and important. The FDA systems can be divided into scanning 

FDA and non-scanning depending on whether or not they are 

periodic. Periodicity by time occurs when a dot product of time 

and frequency increment (t⸱Δfm) is an integer number, according 

to (4). In this study, the greatest common divisor (GCD) of the 

frequency increment is calculated to analyze the periodicity of 

nonlinear frequency increment cases. Zero value and a sign of 

the frequency increment were both not considered because of 

the nature of the GCD. For nonlinear frequency increment cases, 

if GCD exists, every frequency increment can be expressed as 

an integer multiplied by the GCD. The proposed method of 

GCD value calculation helps to understand and analyze FDA 

methods. The period (Tnon-linear) of this FDA is written as 

 

𝑇𝑛𝑜𝑛−𝑙𝑖𝑛𝑒𝑎𝑟 =
1

𝑛𝑛𝑜𝑛−𝑙𝑖𝑛𝑒𝑎𝑟

                          (17) 

 

where the smallest frequency increment is GCD ∙ 𝑛𝑛𝑜𝑛−𝑙𝑖𝑛𝑒𝑎𝑟  

(where nonlinear is an integer number). This principle is true, 

except that a nonlinearly changing frequency step is an integer 

number because it is the same case as the linear FDA. Using 

(17), it is possible to explain why the nonlinear frequency 

increase has a single maximum point in a given range. The FDA 

does not have periodicity when the difference in frequency 

increments has a purely theoretical infinite decimal number. 

This indicates that the AF has a periodicity when the frequency 

increment does not have an infinite decimal or GCD. This is 

proved by the relationship between the time and frequency 

increment. If a frequency increment is not an infinite decimal 

number, it can be corrected to an integer by multiplying the time 

term. 

Using the relationship between the frequency increment, 

range, and time, frequency increment methods for focusing EM 

energy at other desired locations, (𝑅𝑙 , 𝜃𝑙) , can be defined, 

where l is the number of other locations. The condition for 

making other maximum points is  

 

𝜑𝑚
𝑅𝐹 + 𝜑𝑚

𝐴𝐸 = 𝜑𝑚𝑖𝑛
𝐴𝐹 + 2𝑁𝜋                       (18) 

 

where 𝜑𝑚𝑖𝑛
𝐴𝐹  is the minimum value of 𝜑𝑚

𝐴𝐹 . The other maximum 

points, (Rl, θl), can be calculated by using (18). Detailed 

calculation method is discussed in Section Ⅳ. 

 The role of the phase offset (φm) is investigated in terms of 

time (t) to clarify the definition of φm in the FDA. In (12), the 

phase offset can be separated into two parts: the range-time-

frequency and angle-element terms. The phase offset related to 

the angle-element term was used to set the maximum point in 

the aiming angle. The phase offset related to the range-time-

frequency term is used to set the maximum point in the aiming 

range. However, this property does not set the maximum point 

in the aiming range when time is zero, because this term 

indicates time delay. Thus, the accurate relationship between 

the time and range should be analyzed. 

In (6), the relationships between range, frequency, and time 

are presented. Equation (4) shows that the time term is related 

to the phase term. Based on these observations, 𝑡 = 0 indicates 

that the phase of all antenna elements is zero. This principle is 

true only if the phase excitation is zero. To make a single 

maximum point, c·T should be considered using a nonlinear 

frequency increment, where T is the period of the FDA beam 

pattern. 

Clearly, the range in the phase offset (φm) of AF is time delay. 

When φm = 2πΔfmR0/c, the time at which the maximum point in 

R is expressed as 

 

𝑡 = 𝑇 + 𝑇1 = 𝑇 +
𝑅 − 𝑅0

𝑐
                          (19) 

 

Equation (19) provides an indication that making accurate time 

expressions is difficult for existing angle-range-dependent 

beam patterns when the frequency increment is an infinite 

decimal number (e.g., logarithmically increasing frequency 

step). This is because the phase values of all antennas are 

2·(N−1) ·π or the same phase, when the frequency increment is 

an infinite decimal number. In addition to this, the AF is not a 

periodic function of time when the frequency increment step is 
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an infinite decimal number. For instance, the time (T1) at which the 

maximum point at R has a negative value (T1 = (R−R0)/c < 0) when 

FDA method does not have periodicity and R0 is a positive value (R0 

> 0). 

In this study, two methods are used to analyze the FDA in 

angle-range coordinate planes: 1) manipulation of phase offset 

and 2) round-up/-down of the frequency increment step. For the 

manipulation of the phase offset, t should be zero to the focus 

beam at R0, when T is not applicable according to (19). The 

phase offset should be manipulated to create a symmetric 

focused beam pattern at 𝑅  with a nonperiodic frequency 

increment. For example, (12) can be modified as follows: 

 

𝜑𝑚 = − (
2𝜋 log(𝑚+1)δ𝑅0

𝑐
+

2𝜋𝑓0𝑚𝑑 sin 𝜃0

𝑐
)                (20) 

 

The main idea is to change the sign of the original φm positive 

value to modify the time when the maximum point is formed at 

a specific position. The sign of φm is changed because of new 

property of phase offset found in previous section. The time at 

which the maximum point at (𝑅, 𝜃0) is derived as (21) when the 

AF in (11) is not a period function of time is given by 

 

𝑡 =
𝑅 + 𝑅0

𝑐
                                             (21) 

 

Phase offsets introduce special properties of the FDA when 

using (21). The time when the focused beam arrives at the 

desired position can be adjusted. This is a different point 

compared to a phased array [23], [24]. 

 The round-up/-down of the frequency increment step 

provides periodicity to all FDA methods. This can be 

understood using the GCD property. This method makes every 

frequency step an integer, and every frequency step has a period 

of 1/𝑛𝑛𝑜𝑛−𝑙𝑖𝑛𝑒𝑎𝑟 . 

 Equations (17), (19), and (21) help find the exact angle-

range-dependent beam pattern with respect to time, as discussed 

in Section II. The relationships among time, range, and 

frequency increments were investigated. It is worth 

investigating the meaning of time based on the frequency 

increment and range. It is shown that a large maximum 

frequency increment step makes the angle-range-dependent 

beam pattern more focused in terms of range because of the 

multiplicative relationship between range and frequency 

increment. In other words, FDA, which has a large frequency 

increment step, has a shorter duration in terms of time. This idea 

is easily adopted by the equation 𝑡 = 𝑟/𝑐, which implies that a 

small range coverage makes a short time duration. The range 

coverage is small when a short pulsed wave is radiated by the 

array antenna.  

 Based on all the design parameters of the FDA, a new quasi-

pulse wave of FDA is presented. In this section, the relationship 

between time and range coverage is analyzed. The relationship 

between the frequency increment and range coverage is also 

studied here. Both the short pulse duration and large frequency 

step of CW make up the short-range coverage.  

C. FDA Analysis Methods 

A difference in the frequency increment shows the 

relationship between the range (R) and frequency increment 

(Δfm). To analyze the AF more easily, a standard deviation of 

the frequency increment (SDFI) method is proposed. The sum 

of the frequency step differences is expressed as 

 

∆𝑓𝑚
𝑑𝑖𝑓

= ∑ (∆𝑓𝑚+1 − ∆𝑓𝑚)

𝑀−2

𝑚=0

                         (22) 

 

The ∆𝑓𝑚
𝑛𝑑𝑖𝑓

 is defined as (23)  

 

∆𝑓𝑚
𝑛𝑑𝑖𝑓

= {
∆𝑓𝑚

𝑑𝑖𝑓
,  ∆𝑓𝑚

𝑑𝑖𝑓
≥ ∆𝑓𝑚𝑖𝑛

𝑑𝑖𝑓

0,  ∆𝑓𝑚
𝑑𝑖𝑓

< ∆𝑓𝑚𝑖𝑛
𝑑𝑖𝑓

             (23) 

 

where ∆𝑓𝑚𝑖𝑛
𝑑𝑖𝑓

 is 0.045 when 𝑀 = 10 . Then, SDFI value is 

defined as 

 

SDFI =

√∑ (∆𝑓𝑚
𝑛𝑑𝑖𝑓

− ∆𝑓𝑚𝑒𝑎𝑛
𝑛𝑑𝑖𝑓

)
2𝑀𝐷−2

𝑚=0

𝑀𝐷 − 1
× 𝑅𝐺 ,

c
          (24) 

 

where 𝑅𝐺 is the focused range from (20), 𝑀𝐷 from (23) is the 

number of ∆𝑓𝑚
𝑛𝑑𝑖𝑓

, and ∆𝑓𝑚𝑒𝑎𝑛
𝑛𝑑𝑖𝑓

 is the mean value of ∆𝑓𝑚
𝑛𝑑𝑖𝑓

. 

The proposed SDFI method is valid when one of these 

conditions is met: 1) the same value of difference between the 

minimum and maximum values of the frequency increment and 

2) the same frequency increment method. 

The proposed SDFI has two notable cases. An antenna array 

has a scanning property when the SDFI value is 0. It occurs 

when all frequency increments are the same (uniform FDA) or 

in the case of a phased array. The difference between the 

uniform FDA and phased array results from 𝑀𝐷. In the beam 

scanning case, 𝑀𝐷 = 𝑀 − 1 was true. However, in the phased 

array case, 𝑀𝐷 ≠ 𝑀 − 1 because the difference in frequency 

increments is neglected due to (23). Hence, the smaller 𝑀𝐷 is, 

the closer beampattern is to phased array case. Only using 𝑀𝐷, 

the approximate pattern of FDA could be predicted. The shape 

of an EM energy-focused spot can be predicted using the 

proposed SDFI method. If the SDFI value is large, the beam 

pattern appears similar to a circular full moon-shaped dot, as 

discussed in Section V. In addition to this, FDA method which 

has lower SDFI value represents tendency to have lower density 

of maximum point. Conversely, the larger case of SDFI shows 

tendency to have larger. 

The number of antenna elements (M) should be the same to 

apply the proposed SDFI method to compare the FDA methods. 

For example, Fig. 3 shows the maximum absolute value of 

𝜑𝑚
𝑅𝑇𝐹 ,  when 𝑀 = 20 if  𝜑𝑚

𝑅𝑇𝐹/2𝜋  is a linear function of M. 

Different M value has an effect on the maximum value of 

(0.4275 calculated as 0.475 ∙ 45/50  when M = 20) and ∆ 

(0.0225 as 0.4275/(𝑀 − 1)). It has different value compared 

with the maximum value illustrated when M = 10. By 
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comparing the SDFI values of FDA methods, the figure of the 

maximum point and the overall beam pattern in one period time 

can be estimated by 𝑀𝐷 and the value of SDFI.  

IV.  EXPONENTIALLY INCREASING FREQUENCY INCREMENT  

There are few FDA methods that use large frequency 

increments [8], [17]. It requires a large frequency increment 

when the FDA forms an angle-range-dependent beam pattern in 

the short range using continuous waves without signal 

processing. In this section, several nonlinearly changing 

frequency increment methods are proposed. 

A. Exponential Frequency Increment of mα  

One of the simplest methods to make a nonlinear function is 

the 𝑚-th power. The frequency increment is derived as follows: 

 

∆𝑓𝑚 = 𝑚𝛼∆𝑓 ,                                        (24) 

 

where 𝛼 is a control parameter for the AF. Using (4) and (24), 

the accurate meaning of time (t) [25], the AF in this case is 

derived as 

 

𝐴𝐹(𝑡, 𝑅, 𝜃) = ∑ 𝑢 (𝑡 −
𝑅

𝑐
) 𝑒

𝑗2𝜋𝑚[𝑚𝛼−1∆𝑓(𝑡−
𝑅

𝑐
)+

𝑓0𝑑 sin 𝜃

𝑐
]+j𝜑𝑚𝑀−1

𝑚=0   (25) 

 

where the function 𝑢(𝑡) is the unit step function expressed in 

(26). 

 

𝑢(𝑡) = {
1,  𝑡 ≥ 0
0,  𝑡 < 0

                                 (26)                                

 

Equation (26) is an important function for explaining the 

relationship between time and range because the AF of FDA is 

a function of time (t), range (R), and angle (θ). Equation (25) is 

a range-dependent beam pattern because both time (t) and range 

(R) are variables. It should be noted that (25) remains a range-

dependent pattern, although 𝑡 = 𝑅/𝑐 because 𝑅 is a variable. It 

has an angle-range-dependent property in every case. The phase 

offset is assigned with (27) or (28) to focus the EM energy at 

(𝑅0, 𝜃0) at the desired time. 

 

𝜑𝑚 =
2𝜋𝑚𝛼∆𝑓𝑅0

𝑐
−

2𝜋𝑓0𝑚𝑑 sin 𝜃0

𝑐
              (27) 

 

𝜑𝑚 = − (
2𝜋𝑚𝛼∆𝑓𝑅0

𝑐
+

2𝜋𝑓0𝑚𝑑 sin 𝜃0

𝑐
)         (28) 

 

It should be noted that (27) is valid for a periodic case, and (28) 

is valid for the non-periodic case to control the time to reach 

(𝑅0, 𝜃0). 

The AF of the FDA is modified using (25), (27), and (28):  

 

𝐴𝐹(𝑡, 𝑅, 𝜃) = ∑ 𝑢 (𝑡 −
𝑅

𝑐
) 𝑒𝑗2𝜋𝑚[𝑚𝛼−1∆𝑓(𝑡−

𝑅±𝑅0
𝑐

)+
𝑓0𝑑(sin 𝜃−sin 𝜃0)

𝑐
]𝑀−1

𝑚=0   (29) 

 

There are three degrees of freedom, namely, 𝑚, 𝛼, and ∆𝑓, to 

design the FDA. For example, the AF of the FDA is not a period 

function when α is not an integer. 

 This frequency increment has two maximum points in a 

periodic range when 𝛼 is an integer. This can be explained by 

the property of the frequency difference discussed in Section Ⅲ. 

When 𝑓0𝑑(sin 𝜃 − sin 𝜃0)/𝑐 = 1 and 𝑡 − (𝑅 ± 𝑅0)/𝑐 = 1/∆𝑓, 

(29) can be simplified as 

 

𝐴𝐹(𝑡, 𝑅) = ∑ 𝑢 (𝑡 −
𝑅

𝑐
) 𝑒𝑗2𝜋𝑚[𝑚𝛼−1+1]

𝑀−1

𝑚=0

              (30) 

 

Equation (29) provides the maximum point when 𝑡 ≥ 𝑅/𝑐. This 

property indicates that the phase offset of the angle-element 

term can change the number of maximum points of the AF. This 

is because the common maximum point is existed when sin 𝜃 =
sin 𝜃0  and 𝑡 = (𝑅 ± 𝑅0)/𝑐 . This means (30) makes another 

maximum case when 𝛼 is an integer number. Using this method, 

the number of maximum points in one period and the period of 

the FDA system can be chosen. It should be noted that the log-

FDA has a single maximum point while the linear-FDA has 

infinite number of maximum points. The phase of two different 

maximum points in one period can be manipulated 

simultaneously by adjusting 𝜑𝑚 . This is the main difference 

compared to the reported research efforts. 

 

B. Exponential Frequency Increment of βm 

Similar to the mα frequency increment method, this method 

results in either high or low SDFI values. In this study, 𝑚 was 

set as an integer number. 

The frequency increment is expressed as 

 

∆𝑓𝑚 = 𝛽𝑚∆𝑓                                   (31) 

 

where 𝛽 is a variable. At the desired time, the phase offset is 

assigned as (32) to form a maximum point at (𝑅0, 𝜃0) 

 

𝜑𝑚 = ±
2𝜋𝛽𝑚∆𝑓𝑅0

𝑐
−

2𝜋𝑓0𝑚𝑑 sin 𝜃0

𝑐
              (32) 

 

The sign of 𝜑𝑚 determines the period of AF: a positive sign for 

periodic AF and a negative sign for a non-periodic function. 

Using the same method applied in the previous section, the AF 

is derived as 

 

𝐴𝐹(𝑡, 𝑅, 𝜃)

= ∑ 𝑢 (𝑡 −
𝑅

𝑐
) 𝑒

𝑗2𝜋[𝛽𝑚∆𝑓(𝑡−
𝑅±𝑅0

𝑐
)+

2𝜋𝑚𝑓0𝑑(sin 𝜃−sin 𝜃0)
𝑐

]

                                                                                             (33)

𝑀−1

𝑚=0

 

 

V. CASE STUDY AND EXPERIMENTAL RESULTS 

A. AF Analysis Using Periodicity and Accurate Time  

The time term should be thoroughly analyzed to realize the 

FDA system. The key design parameters of the FDA methods 

for analysis are listed in Table Ⅰ. In this study, the EM energy is 

focused at (5m, 40°) using the FDA method with phase offset 

This article has been accepted for publication in IEEE Transactions on Antennas and Propagation. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TAP.2022.3226155

© 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: Georgia Institute of Technology. Downloaded on January 02,2023 at 18:53:53 UTC from IEEE Xplore.  Restrictions apply. 



> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 

 

1 

values presented in (12), (27), and (31). Fig. 4 shows both the 

log-FDA and linearly increasing frequency increment methods. 

Figs. 4(a) and (b) show two frequency increment methods when 

the speed of the EM wave is neglected, while the AFs presented 

in Figs. 4(c) and (d) depict the beam patterns of log and linear 

FDA methods, respectively, with the proposed time principal.  

Fig. 4(c) does not have a maximum point in the given range 

because of the phase offset related to the range-time-frequency 

term. Equation (20) should be considered to focus EM energy 

at the desired location, as shown in Fig. 4(a). Fig. 5 shows the 

focused EM energy at the desired location using the log-FDA 

method when t = 33.3 ns. The phase offset related to the range-

time-frequency term makes a maximum point at (R, 40°), when 

t = (R+R0)/c, according to (21). This validates the meaning of 

the phase offset, which controls the arrival time of the beam and 

the angle of the maximum point. Time and phase offset should 

be considered simultaneously when manipulating the location 

of the maximum point of the FDA. Furthermore, the phase 

offset should be thoroughly considered according to the 

presence of periodicity because different phase offset methods 

should be applied depending on its periodicity. The blank part 

shown in Fig. 4(d) is the area, where the EM wave has not yet 

been reached. 

The beam patterns of the proposed exponential-FDA method 

with an accurate time analysis are shown in Fig. 6. It shows 

 
(a)                                                        (b)                                                         (c)                                                         (d) 

 Fig. 4. AFs in angle-range dimensions: (a) log-FDA at t = 0, (b) linear FDA at t = 0, (c) log-FDA at t = 33.3 ns, and (d) linear FDA at t = 30.3 ns.  

 
Fig. 5. AF of log-FDA with phase offset values related to range-time-

frequency term. 

 
(a)                                                        (b) 

 
                        (c)                                                        (d) 
Fig. 6. AFs of the proposed exponential-FDA methods shown in Table Ⅰ: 

(a) 2m, (b) m2, (c) 1.5m, and (d) m1.5. 

TABLE I. KEY DESIGN PARAMETERS OF FDA: GCD, PERIODICITY, AND FREQUENCY INCREMENT METHODS 

FDA Type Log-FDA Linear 2m m2 1.5m m1.5 

Frequency 

increment 
(M = 9) 

∆𝑓𝑚

= 3 log(𝑚 + 1) 108 

∆𝑓𝑚

= 3.3 × 107 × 𝑚 

∆𝑓𝑚

= 5.9 × 105 × 2𝑚 

∆𝑓𝑚

=
1.1

3
× 107 × 𝑚2 

∆𝑓𝑚

= 7.7 × 106

× (1.5)𝑚 

∆𝑓𝑚

= 1.1 × 107

× 𝑚1.5 

GCD X 3.3 × 107 5.9 × 105 X X X 

Periodicity [s] X 
1

3.3
× 10−7 

1

5.9
× 10−5 

3

1.1
× 10−7 2 × 103 X 

Maximum 
Frequency 

(MHz) 

300 297 297 297 296 297 

Center 

Frequency 
(GHz) 

24 24 24 24 24 24 
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periodicity, as presented in Table Ⅰ. However, the AF shown in 

Fig. 6(d) does not have periodicity and requires accurate time 

analysis proposed in (33) to focus EM energy at the desired 

position.  

B. FDA Analysis by Using SDFI 

The SDFI is proposed to analyze the frequency increment 

methods. Table II lists the properties of several frequency  

increment method examples. The area of the spot where 80% of 

the radiated power is concentrated is presented to demonstrate 

the proposed SDFI FDA analysis method. The RF power of a 

given area is calculated as dividing power of specific position  

by theoretical maximum power of FDA, |𝐴𝐹(𝑡, 𝑅, 𝜃)|2/𝑚2 . 

The area of focused RF power is divided by the whole area of 

interest. It is adapted to represent the density of maximum point. 

In this study, the range is 10𝑚 and the power is 80%. 

It is clear that m1.5-FDA has the lowest SDFI value, while 

random-linear FDA has the highest SDFI value. The 2m-FDA 

has 𝑀𝐷 = 6 . This indicates that this system has a higher 

tendency to have a beam pattern of a phased array. The 

proposed SDFI analysis method discussed in Section III 

successfully explains 80% of the power areas shown in Fig. 6 

and 8.  

 Two similar m2-FDA methods are also analyzed to validate 

the SDFI method. The quotients of the SDFI, 80% power area, 

and maximum frequency difference between these two methods 

are almost the same. This shows that the proposed SDFI method 

is useful for comparing FDA methods with the same frequency 

TABLE Ⅱ. SDFI VALUES OF FDAS 

Frequency increment 

method 

Number of 

elements (𝑀) 
SDFI 

Maximum frequency 

difference (MHz) 
MD 80% power area (%) 

Log-FDA 10 0.408 297 9 0.571 

2m-FDA 10 0.933 297 6 0.279 

m2-FDA 10 0.335 297 9 0.589 

m2-FDA 10 1.674 1490 9 0.118 

1.5m-FDA 10 0.536 297 9 0.395 

m1.5-FDA 10 0.204 297 9 1.081 

Random-log FDA [15] 10 2.488 297 9 0.170 

Random-linear FDA [15] 10 2.719 297 9 0.164 

Multi carrier log-FDA [6] 10 1.256 298 9 0.151 

 

          

 
(a)                                                                               (b)                                                                                (c) 

Fig. 7. AF of m2: (a) angle-range dimension beam pattern, (b) half power beam pattern in angle-range dimensions, and (c) time-angle dimension beam 
pattern at R = 5m. 

          

 
(a)                                                                               (b)                                                                               (c) 

Fig. 8. AF of FDAs: (a) multi carrier log-FDA (3 carriers [6]), (b) random linear FDA [15], and (c) random-log FDA [15]. 
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increment method. Fig. 7(a) is clearly more affected by range 

than Fig. 6(b), while Fig. 7(a) has a smaller maximum area than 

Fig. 6(b). This implies that, when two FDA’s have the same 

frequency increment methods, the case of a larger maximum 

frequency value is more affected by the range. This is because 

a short pulse-like beam pattern is formed when a larger 

maximum frequency increment is employed.  

Fig. 7 shows the special property of mα when α is an integer. 

In this study, α was set to 2 for ease of calculation. A maximum 

point is calculated according to (30). In Fig. 7(c), the unit step 

function shown in (26) guarantees the causality of the proposed 

FDA theory, and it shows when energy is first transferred to 

specific range at R = 5m. It is noteworthy that the calculated 

maximum point can be manipulated by the phase offset values 

at any angle. Beam patterns (AFs) of the reported FDA theories 

are reproduced based on the proposed FDA analysis method as 

shown in Fig. 8 for the comparison. These figures have dot-

shaped form because of co-existence of increasing and 

decreasing frequency steps. These shapes are easily predicted 

by high SDFI value. 

C. Effects of Antenna Coupling on FDA 

The effects of coupling occurred among the antenna elements 

of the FDA system should be analyzed because each antenna 

element radiates EM waves at different frequencies and 

generates phase offsets. The S-parameter of the FDA antenna 

array (SFDA) consisting of M antenna elements is an M×M 

symmetric matrix, which is decomposed into two parts: (1) 

antenna matrix (SA) and (2) coupling (or isolation) matrix (SC) 

between antenna elements.  

 

𝑆𝐹𝐷𝐴 = 𝑆𝐴 + 𝑆𝐶                                 (34) 

 

where SA is a symmetric diagonal matrix that represents the 

reflection coefficients of the M-antenna array without any 

coupling and SC is a symmetric hollow matrix. In this case study, 

the AF of the FDA is re-calculated by considering the coupling 

level between adjacent antenna elements. In particular, all 

antenna elements radiate all signals fed to the antenna array 

using a weighting factor of the coupling (isolation) matrix.  

Fig. 9 shows beam-pattern (|𝐴𝐹(𝑡, 𝑅, 𝜃)|2) of the linear and 

exponential FDA methods according to antenna coupling levels. 

Figs. 9 (a) and (b) show the beam patterns of linear FDA with 

antenna coupling level of 20 dB and 30 dB, respectively. Fig. 9 

(a) shows that the linear FDA with 20 dB isolation between the 

antenna elements loses the auto-scanning characteristic of the 

linear FDA. This result demonstrates the importance of antenna 

coupling (or isolation) in the FDA system. Figs. 9 (c) and (d) 

show the m2 FDA with finite antenna coupling level when the 

desired two beam focusing positions are (R, ± 30°). The 

isolation level between adjacent antenna elements should be 

higher than 30 dB to maintain a beam pattern of two peaks. It 

should be noted that an antenna array must be carefully 

designed to achieve the desired beam patterns given that 

antenna radiation pattern and isolation between antenna 

elements are critical design parameters of FDAs.  

D. Case Study: FDA for WPT 

In this section, a practical WPT system based on the proposed 

FDA theory is presented. The proposed FDA system for WPT 

consists of square patch antennas, as the patch antenna array has 

a relatively low antenna-to-antenna coupling. The patch 

antenna array for the FDA-based WPT system operates at 24 

GHz (BW: 24.0–24.3 GHz), and the proposed exponential FDA 

method of m2 frequency increment is shown in Table Ⅰ. The 

receiver system reported in [26] was placed at 10 cm, ±30°. 

Using the Friis transmission equation and the beam patterns of 

the proposed FDA, the transferred power to −30° is calculated 

as 15.7 dBm, and +30° is 14.7 dBm, if the transmitted power is 

37 dBm (5 W). The transferred power to each energy harvester 

is 11.2 dBm and 10.2 dBm, respectively, given that the RF-to-

DC conversion efficiency was 35.1 %. It should be noted that 

the energy harvester cannot collect EM energy when it is 

located other than (10 cm, ±30°) because of periodicity of m2-

FDA shown in Table Ⅰ. The periodicity is an important factor in 

applying the proposed FDA theory to analyze WPT systems. 

Otherwise, it is challenging to effectively energize the RF 

power harvester. The proposed FDA method enables to control 

the number of target points (peaks of AF in the given area). For 

example, there are two target points as demonstrated in Fig. 

9(d). It is the main novelty of this method because the other 

TABLE Ⅲ. FDA PROPERTIES 

Ref. 

Center 

Freq. 
(GHz) 

Max. 

Freq. Step 

Number of 

Elements 

Range 

coverage 

Fig. 7(b) 24 297 MHz 10 2.7 m 

[4] 10 100 kHz 36 Not Shown 

[5] 10 Not Shown 20 Not Shown 

[6] 3.0 Not Shown 17 15 km 

[11] 5.0 1 kHz 10 30 km 

[13] 5.0 2 kHz 10 Not Shown 

[14] 5.0 30 kHz 15 Not Shown 

[15] 8.0 24 kHz 16 Not Shown 

[15] 8.0 21 kHz 16 Not Shown 

[17] 6.0 Not Shown 16 1.5 m 

[20] 2.45 10 MHz 8 Not Shown 

[22] 3.2 Not Shown 8 8.8 km 

[22] 10 Not shown 10 16 km 

 

 
(a)                                                        (b) 

 

    
                        (c)                                                        (d) 

 

Fig. 9. Effects of antenna coupling on FDA: linear FDA (a) with Siso = 20 
dB, (b) Siso = 30 dB, and m2 FDA (c) with Siso = 20 dB, (d) Siso = 30 dB. 
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FDA methods have only one peak point except linear-FDA 

which has a beam scanning property.  

One of the most critical key performance indicators in the 

practical implementation of FDA is to control the phase shift of 

RF signal fed to the antenna array. Reported research efforts on 

the FDA system have demonstrated the practicality of FDA [27], 

[28]. The feasibility of FDA system is demonstrated using a 

commercial software defined radio (SDR) and oscillator ICs. 

The method and algorithm proposed in this paper can be scaled 

to any frequency band and implemented on commercial 

platforms. Table III summarizes the properties of the reported 

research efforts on FDA methods. The inverse proportion 

relationship between the range and frequency step is observed 

in Table I, as discussed in this paper. Fig. 10 shows the 

proposed beam synthesis flow for designing an optimized FDA 

under the given conditions and design targets. 

VI. CONCLUSION 

This paper presented a novel analysis and design method for 

FDA. The relationship between the frequency increment and 

time was also presented. The rate of frequency increment 

change provided useful information related to the AF of the 

FDA. Multiple maximum points and methods for controlling 

their locations using the proposed FDA analysis were discussed. 

Periodicity of the FDA and manipulation of the phase offset 

discussed in this study have paved a new way to analyze the 

FDA. Using the proposed methods, beam patterns with 

scanning properties (a linearly increasing frequency increment) 

or quasi-pulse wave properties (nonlinearly changing frequency 

increments) can be easily synthesized. All proposed FDA 

methods and analytical techniques have been demonstrated, and 

the calculated results were consistent with the theory developed 

in this study.  
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